
Copyright IEEE/Transactions on Networking, June 1996Videoconferencing in the InternetThierry Turletti and Christian HuitemaAbstract|This paper describes the INRIA Video-conferencing System (ivs), a low bandwidth toolfor real-time video between workstations on theInternet using UDP datagrams and the IP multi-cast extension. The video coder-decoder (codec)is a software implementation of the UIT-T rec-ommendation H.261 originally developed for theIntegrated Services Digital Network (ISDN). Ourfocus in this paper is on adapting this codec forthe Internet environment. We propose a packe-tization scheme, an error control scheme and anoutput rate control scheme that adapts the imagecoding process based on network conditions. Thiswork shows that it is possible to maintain video-conferences with reasonable quality across packet-switched networks without requiring special sup-port from the network such as resource reserva-tion or admission control.1 IntroductionAs the bandwidth available on networks and thespeed of computers increases, real-time transmis-sion of video between general purpose work sta-tions becomes a more and more realistic applica-tion. However, even with a high speed network,video has to be compressed before transmission.For example, sending uncompressed NTSC videorequires about 60 Mb/s. Fortunately, there is somuch redundancy in most video sequences thateven a relatively simple compression scheme cansigni�cantly decrease the rate of video ows. Vi-deo compression is generally performed by someform of di�erential coding, i.e. by sending onlythe di�erences between two consecutive images.This leads to highly variable transmission ratesbecause the amount of information to code be-tween two images greatly varies, ranging fromvery low for still scenes to very high for sequenceswith many scene changes. Packet switched net-works such as the Internet are very well suitedfor transmitting such variable bit rate tra�c [8].T. Turletti and C. Huitema are with INRIA, Sophia An-tipolis, France.

However, videoconferencing requires a minimumlevel of quality and the Internet does not pro-vide such Quality of Service (QoS) guaranteesyet. Nevertheless, we show that it is possibleto obtain good quality using control congestionmechanisms to prevent clobbering of the sharedresources.One can �nd many video compression algo-rithms in the literature. Some of them have beenstandardized such as JPEG [2] for still images,or MPEG [18] and H.261 [25], [19] for movingimages. MPEG-1 coding is suited for high de�-nition video storage and retrieval [20]. MPEG-2extends MPEG-1 to High De�nition TelevisionCoding (HDTV) applications [21].The H.261 standard describes a complex videocompression algorithm which allows to achieve avery high compression rate1. This standard wasdesigned for use over the Integrated Services Dig-ital Network (ISDN), i.e. for a network with �xedrate channels (p � 64 kb=s, p 2 [1; 32]). We haveimplemented a software version of an H.261 codecfor use over the Internet. This implementation isthe core of the INRIA Videoconferencing System(ivs) [31]. By adopting a standardized algorithm,ivs can easily interoperate2 with a large numberof H.261-based commercial video codecs [14].However, this standard is not designed for apacket switched networks such as the Internet.Since the Internet does not provide the sameQua-lity-of-Service (QoS) as ISDN, we propose a setof schemes to adapt the H.261 video compressionalgorithm to this environment. In this paper, wedescribe a packetization scheme, an error controlscheme and an output rate control scheme whichadapts the image coding process according to thenetwork conditions.1H.261 video compression rate can be easily adjusted, seesection 5.3.2See also the on-line html document <http://www-.cs.ucl.ac.uk/mice/codec manual/doc.html>.1



These three schemes are respectively developedin sections 3, 4 and 5. Section 6 evaluates the per-formances of ivs. Section 7 concludes the paper.2 Relative WorkWithout the IP multicast technology [10], the setof videoconferencing tools recently developed inthe network research community could never bewidely adopted. IP multicast technology extendsthe traditional IP routing model by providing ane�cient multi-party packet delivery. The incre-mental deployment of IP multicast has been real-ized through the Multicast Backbone (MBone), avirtual multicast network built on top the currentInternet [6], [26].ivs is not the only videoconferencing applica-tion used by the MBone community. At the sametime when we developed IVS, Ron Frederick fromXerox Parc was developing the Network Videotool (nv). More recently, SteveMcCanne at UCB-/LBL developed the vic videoconferencing tool.nv uses a custom coding scheme tailored for theInternet and targeted for e�cient software im-plementation [11]. Its compression algorithm isbased on a Haar Transform, a low computationalcomplexity transform compared to the DiscreteCosine Transform used in H.261. In spite of alower compression rate performance, nv codingis prefered by the MBone community mainly be-cause of its better run-time performances.vic has been built upon the lessons learnedfrom both ivs and nv [27]. It is a exible appli-cation which supports multiple network abstrac-tions and several video compression algorithms.vic can interoperate with both ivs and nv. vic'sH.261 encoder uses only INTRA3 encoding modewhich greatly simpli�es the algorithm and im-proves the run-time performances (in spite of alower compression rate achieved as shown in Fig-ure 17).All these videoconferencing tools are regularlyimproved and upgraded versions are available inthe public domain. Currently, ivs is the onlyvideoconferencing tool which implements a con-trol congestion algorithm by adapting its outputrate to the network conditions.3See de�nition in section 3.1.

3 The H.261 packetizationschemeWe �rst give a brief overview of the H.261 videocompression standard in order to better under-stand the following sections.3.1 Overview of the ITU-T recom-mendation H.261The H.261 recommendation describes a codecscheme to use for audiovisual services at p � 64kb/s (p = 1; 2; :::; 30). An H.261 coder analysesthe successive images of the video stream as setsof blocks of 8�8 pixels. The algorithm can be de-composed in several steps: movement detection,Discrete Cosine Transform (DCT), Quantizationand Hu�man encoding.After performing movement detection, the co-der can either decide to encode the di�erence be-tween the block and its previous encoded/decodedoccurrence, or, if there is not enough correlation,to simply encode the new value. This is respec-tively referred as INTER-frames and INTRA-fra-mes coding. INTRA-coded codes rely only onthe redundancy within a single video frame wheninter-coded code also uses the temporal redun-dancy of video to perform compression. In fact,H.261 does not transmit directly the pixel valuesor the di�erences, but rather the coe�cients oftheir discrete cosine transform (DCT) [22]. Oncetransformed, these coe�cients are then quantizedand Hu�man encoded before actual transmission.The coder scheme is shown in Figure 1.The H.261 layersThe H.261 coding is organized as a hierarchy ofgroupings. The video stream is composed of asequence of images (or pictures) which are them-selves organized as a set of Groups of Blocks(GOB) (see Figure 2). Note that H.261 \pic-tures" are referred as \frames" in this document.Each GOB holds a set of 3 lines of 11 macroblocks (MB). Each MB carries information on agroup of 16x16 pixels: luminance information isspeci�ed for 4 blocks of 8x8 pixels, while chromi-nance information is given by two \red" and\blue" color di�erence components at a resolu-tion of only 8x8 pixels. These components andthe codes representing their sampled values are as2
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� At the GOB level, one speci�es the GOBnumber and the default quanti�er that willbe used for the MBs.� At the MB level, one speci�es which blocksare present and which have not changed, andoptionally a quantizer and motion vectors.3.2 Considerations for packetizationover the InternetH.261 codecs designed for operation over ISDNcircuits produce a bit stream composed of sev-eral levels of encoding speci�ed by H.261 andcompanion recommendations. The bits resultingfrom the Hu�man encoding are arranged in 512-bit frames, containing 2 bits of synchronization,492 bits of data and 18 bits of error correctingcode. The 512-bit frames are then interlaced withan audio stream and transmitted over p�64 kb/scircuits according to speci�cation H.221[24].Transmitting a video ow across the Internetrequires a di�erent approach. For instance, anapplication-level error control scheme is more ef-�cient than the 512-bit framing (see section 4).Similarly, instead of using the H.221 framing,most of multimedia application requirements canbe provided by the Real Time Protocol (RTP)(see section 3.3). A comparison between H.261over ISDN and H.261 over IP is depicted in Fig-ure 4.Directly transmitting the result of the Hu�manencoding over an unreliable stream of UDP data-grams would have very poor error resistance char-acteristics. The result of the hierarchical struc-ture of H.261 bit stream is that one needs to re-ceive the information present in the frame headerto decode the GOBs, as well as the informationpresent in the GOB header to decode the MBs.3
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H.261Figure 4: H.261 over ISDN vs H.261 over IPHowever, a video image (or even a GOB) cansometimes be bigger than the Maximal Transmis-sion Unit (MTU)5. The H.261 recommendationspeci�es that the maximal size of a CIF imageis 32 kbytes (which means 3 kbytes for a GOB,90 bytes for a MB and 15 bytes for a block). Inpractice, we observe that the H.261 image size ishighly variable according to the quantity of move-ments and details in the encoded scene: it variesfrom a few bytes to about twenty kbytes. Firstversions of the H.261 packetization scheme useda GOB unit of fragmentation. To achieve bet-ter performances on lossy environment, the latestversion of the packetization scheme takes the MBas unit of fragmentation. In the scheme, pack-ets must start and end on an MB boundary, i.e.an MB cannot be split across multiple packets.Multiple MBs can be carried in a single packetwhen they �t within the maximal packet size al-lowed. This practice is recommended to reducethe packet send rate and packet overhead.In the spirit of the Application Level Framing(ALF) model [9], the H.261 packetization schemeallows each packet received at the decoder to beprocessed independently. To provide an e�cientresynchronization in the presence of packet loss,all the information required to decode an MBindependently is sent in a speci�c RTP-H.261header conjoined to the H.261 data. This headerincludes the GOB number in e�ect at the startof the packet, a reference to the previous MB en-coded in this GOB, the quantizer value in e�ectprior to the start of this packet and the referenceMotion Vector Data (MVD) for computing thetrue MVDs contained within this packet.Moreover, since the compressed MB may not�ll an integer number of octets, the H.261 headercontains two three-bit integers, SBIT and EBIT,5The MTU size depends on the network: e.g. it is 1536bytes for an Ethernet network and it can be as low as 576bytes for the Internet.

to indicate the number of unused bits in the �rstand last octets of the H.261 data, respectively.3.3 Overview of RTPThe Real Time Protocol (RTP) aims to satisfythe needs of multi-party multimedia applications:source-identi�er, content-identi�er, timestamp,demultiplexing, etc [29]. Moreover, RTP allowsinteroperability between the existing MBONEtools.The RTP speci�cation describes a very thintransport protocol which is the most often inte-grated into the application processing rather thanbeing implemented as a separate layer. This is inaccordance with the Application Layer Framing(ALF) spirit [9]. In the IP protocol stack, RTPis situated on top of UDP (see Figure 4). As amatter of fact, the RTP speci�cation describestwo protocols: the data transfer protocol (RTP)and the control protocol (RTCP).Each RTP data packet is composed of an RTPheader followed by the RTP payload (i.e. thedata). The RTP header contains a sequence num-ber, a media-speci�c timestamp and a synchro-nization source packet identi�er (SSRC). Recei-vers demultiplex packets using the SSRC whichis globally unique within an RTP session.The RTP control protocol (RTCP) managescontrol information providing mechanisms for da-ta distribution monitoring, cross-media synchro-nization and sender identi�cation. RTCP packetsare transmitted periodically to all participants inthe session and the period is adjusted accordingto the size of the session. In this way, the RTCPbandwidth is limited in order to avoid the NACKexplosion problem.3.4 Speci�cation of the packetiza-tion schemeThe H.261 information is carried as payload datawithin the RTP protocol. The following �elds ofthe RTP header are speci�ed:� The payload type should specify H.261 pay-load format (see the companion RTP pro�ledocument RFC 1890).� The RTP timestamp encodes the samplinginstant of the �rst video image containedin the RTP data packet. If a video image4



occupies more than one packet, the times-tampwill be the same on all of those packets.Packets from di�erent video images must havedi�erent timestamps so that frames may bedistinguished by the timestamp. For H.261video streams, the RTP timestamp is basedon a 90kHz clock: this clock rate is a mul-tiple of the natural H.261 frame rate (i.e.30000/1001, or approximatively 29.97 Hz).That way, the clock is simply incrementedby the multiple for each frame time.� The marker bit of the RTP header is set toone in the last packet of a video frame, andotherwise, must be zero. Thus, it is not nec-essary to wait for a following packet (whichcontains the start code that terminates thecurrent frame) to detect that a new frameshould be displayed.The RTP-H.261 header will follow the RTP headerand precedes the H.261 data as shown in �gure5: The �elds in the RTP-H.261 header have thefollowing meanings:� Start bit position (SBIT)Number of bits that should be ignored in the�rst data octet.� End bit position (EBIT)Number of bits that should be ignored in thelast data octet.� INTRA-frame encoded data (I)Set to 1 if this stream contains only INTRA-frame coded blocks. Set to 0 if this streammay or may not contain INTRA-frame codedblocks.� Motion vector ag (V)Set to 0 if motion vectors are not used inthis stream. Set to 1 if motion vectors mayor may not be used in this stream.� GOB number (GOBN)Encodes the GOB number in e�ect at thestart of the packet. Set to 0 if the packetbegins with a GOB header.� Macro block address predictor (MBAP)Encodes the macro-block address predictor(i.e. the last MBA encoded in the previouspacket).� Quantizer (QUANT)Quantizer value in e�ect prior to the startof this packet. Set to 0 if the packet beginswith a GOB header.

� Horizontal motion vector data (HMVD)Reference horizontal motion vector data(MVD). Set to 0 if V ag is 0 or if the packetbegins with a GOB header, or when the MTYPEof the lastMB encoded in the previous packetwas not motion compensated. HMVD is en-coded as a two's complement number.� Vertical motion vector data (VMVD)Reference vertical motion vector data(MVD). Set to 0 if V ag is 0 or if the packetbegins with a GOB header, or when the MTYPEof the lastMB encoded in the previous packetwas not motion compensated. VMVD is en-coded as a two's complement number.Recommendations for hardware codecsPacketizers for hardware codecs can trivially �g-ure out GOB boundaries using the GOB-startpattern included in the H.261 data. The cheapestpacketization implementation consists to split thevideo ow at the GOB level by sending an entirenumber of GOBs in a packet. But when a GOBis too large, the packetizer has to parse it in or-der to performMB fragmentation. Note that thisrequires relatively little processing since it is notnecessary to fully decompress the H.261 streamto �ll in the H.261 speci�c header. However, werecommend to use MB level fragmentation whenfeasible in order to reduce the output packet rateand therefore decrease the overhead.At the receiver, the data stream can be depack-etized and directed to a hardware codec's input.If the hardware decoder operates at a �xed bitrate, synchronization may be maintained by in-serting the stu�ng pattern between MBs (i.e.,between packets) when the packet arrival rate isslower than the bit rate.The packetization scheme described in this sec-tion is currently proposed as standard to the Au-dio-Video Transport Working Group (AVT-WG)at the Internet Engineering Task Force (IETF)[32].4 The error control schemeErrors in a video stream require a di�erent formof correction than errors in a normal data stream.Tests transmitting video stream over a standardTCP connection allowed us to transmit data over5
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RTP−H.261Figure 5: The H.261 header formatthe Internet without concern of lost or out-of-sequence packets because of TCP reliability [15].However, retransmission introduces delays whichare not acceptable for real-time applications suchas videoconferencing. It is more convenient to useUDP and construct application speci�c reliabilityservices.On the Internet, most packet losses are dueto congestion rather than transmission errors [3],[28]. Alternatively, packets can be delayed or re-ceived out of order. This could happen as a re-sult of the routing and ow control in the net-work. Due to real-time requirements, delayedvideo packets are considered as lost packets ifdelay exceeds a maximum delay value6. UsingUDP, no mechanism is available at the sender toknow if a packet has been successfully received.It is up to the application (i.e. coder and de-coder) to handle packet loss and re-sequencing ofout of order packets.Each RTP packet includes a header in which asequence number �eld and timestamp are stored.The sequence number is incremented by one foreach packet sent whereas the timestamp reectsthe time when the frame was grabbed. Packetlosses can be detected using the RTP sequencenumber.The H.261 algorithm uses the temporal redun-dancy of video to performcompression. The pointis that di�erential coding (or INTER coding) issensitive to packet loss. Figure 7 shows a classi-cal \Head and shoulders" video sequence usuallycalledMiss America. The image on the left showsthe e�ect of packet loss one image after the lossoccured. In this experiment, the Miss America'shead was moving to the right. We note that alot of blocks around the face are corrupted. Ac-tually, the part of image a�ected by the loss willremain blurred as long as all corresponding MBs6The maximum delay value is empirically set to 100 ms inivs.

are not INTRA encoded. There are several waysto mitigate packet loss:� The safest way consists to use only INTRA-frame encoding and MB level conditional reple-nishment7. INTRA coding is much less e�cientthan INTER coding because a large amount oftemporal redundancy exists in image sequences.Removing the INTER coding will result in signif-icantly decrease of the compression ratio 8.� A more e�cient way consists to replenish, inINTRA mode, only the MBs concerned by theloss. As all GOB belonging to a given videoimage carry the same timestamp, the receivercan determine a list of GOBs which were reallyreceived for that timestamp and thus identify-ing the missing blocks. Requesting a speci�c re-initialization of these missing blocks through a\Negative Acknowledgement" (NACK) packet ismore e�cient than requesting a complete refresh-ment of the image through a \Full INTRA Re-quest" (FIR) packet. Figure 6 shows the NACKemission after a packet loss. In this example, thecoder uses QCIF and all GOBs are sent in dif-ferent packets. When the decoder notices that itdidn't receive packet B, it sends a NACK packetto the coder. The NACK informationmeans that\GOB 3, image n is lost." The encoder will putall the MB encoded in the lost packet B intopacket E, using INTRA mode. Actually, thisis a forced replenishment and not a retransmis-sion procedure because encoding occurs for a newframe and not for the previous lost frame. Theleft image on Figure 7 shows the image after thereplenishment procedure 9. However, the NACK-based method can lead to the feedback explosion7This method is currently used by the vic videoconferenc-ing tool.8We estimate that the INTER mode increases the com-pression ration by about 30 %, see Figure 17.9In this case, the replenishment happened 3 images af-ter the blurred image (i.e. 300ms after for this 10 f/sexperiment).6



Figure 7: INTRA refreshment after NACK receipt
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Figure 6: Data and NACK packetsproblem when receivers are too numerous. If allparticipants generate NACKs packets each timea packet is lost, network congestion problems willappear very soon. Also, regular hardware H.261codecs are not designed to accept NACK packets.� A third way consists to periodically refreshthe image in INTRA encoding mode. For controlof accumulation of inverse transform mismatcherror, the H.261 recommendation requires to IN-TRA encoding of each MB at least once every132 times it is transmitted. In order to speedthe recovery procedure, the coder can adapt theINTRA refreshment rate according to the packet

loss rate information10.ivs implements the second and the third meth-ods, and the method is selected according to thesize of the session: we empirically set the thresh-old to 10 participants. When there are less than10 receivers, NACKs packets are used. Else, theINTRA refreshment rate is adapted to the net-work congestion state. Let us examine what itmeans in term of bandwidth. The two extremecases for multicasting distribution are the starand the \chain" network topologies, see Figure 8.In the following analysis, p is the average packet
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3S SFigure 8: Star and Chain network topologiesloss observed by receivers, R is the number of re-ceivers in the session andN is the number of datapackets sent during the T interval of time. In thestar network, during the T interval of time, (RN)packets are sent by the sender and (pRN) NACKpackets are sent by the receivers. The numbersare (N) and (pRN) for a chain network, respec-tively. Then, the proportion of NACK packets to10Receivers can periodically send back to the video coderthe packet loss rate they observe [5].7



data packets is within the interval [p; pR]. Thecorresponding bandwidth proportion must takeinto account the length of the data and feedbackpackets. With an average of 500-bytes per datapacket and 12 bytes per NACK packet sent, theproportion of bandwidth used by the feedbackchannel is within the interval [ 12500 p; 12500 pR]. Inivs, the maximal R value is 10. For example, ifthe session has ten participants and if the aver-age packet loss rate is 20%, the correspondingfeedback tra�c remains below 5 % of the datatra�c (between 0.48 and 4.8 % depending on thenetwork topology).5 The congestion controlschemeVideoconference on the Internet could well be a\killer application"; the network administratorsnightmares are probably already populated bythousands of hosts all sending megabits of videosover the net and swamping the T3 based back-bones. The text book solution for controllingvideo over the network is called \resource reserva-tion," generally combined with \admission con-trol." To put it shortly, whoever wants to starta video transmission is supposed to ask for per-mission �rst, requesting a certain amount of re-sources. It is assumed that the characteristics ofthe data ow is known before starting the ses-sion and that the network has enough knowledgeto decide if such a ow should be admitted or not.There is one advantage to this model: once ac-cepted, one has a guaranteed QoS. But there arealso many drawbacks, like the need to couple ad-mission with accounting, the need to enforce com-plex reservation schemes, and, last but not least,the need to introduce a virtual circuit philosophyin an otherwise purely datagram network. Inten-sive work is currently in progress in the IETF toprovide Internet applications the QoS requiredfor their data ows (see the ReSerVation setupProtocol (RSVP) [34]). However, since such re-source reservation are not yet currently deployed,we investigated another solution, trying to vali-date, for video, the \end to end" control modelthat had been so successful for classic data ex-change.End to end control needs two components: anetwork sensor and a throughput controller. Feed-

back mechanisms for video sources have been pro-posed for networks with variable capacity chan-nels such as the Internet. There, the goal is to ad-just the parameters (and hence the output rate)of video coders based on feedback informationabout changing network conditions, i.e. changingcapacity in the network. Gilge and al. proposeto use feedback control, but they do not describespeci�c control mechanisms [12]. Wakeman atUCL describes a speci�c scheme [33]. However,this scheme requires that the source of a con-nection knows the service rate of the bottleneckon this connection. This service rate can be es-timated in networks where the switches use aso-called Fair Queueing or equivalent discipline,for example using the packet pair mechanism de-scribed in [17]. However, it is not available innetworks with FCFS switches such as the Inter-net. Other work [16] describes a feedback controlscheme which requires that switches send theirbu�er occupancies and service rates back to thesource. Next we describe the network sensor andthe throughput controller implemented in ivs.115.1 The network sensorThe Internet infrastructure does not provide sou-rces of tra�c with explicit feedback informationabout the state of the network (e.g. queue occu-pancies at the switches). The only easily avail-able information is implicit information such asmeasures of losses and/or round-trip delays. Inivs, we use a feedback information which is basedon measured packet losses.In order to monitor how many video packetsarrive at their destinations via multicasting, asource should obtain information from each re-ceiver indicating packet loss on the path from thesource to that receiver. One possible approach isto let each receiver send a NACK packet when-ever it detects a loss. However, this can lead tothe well-known NACK explosion when the net-work is congested. Another approach consists toperiodically send a quality of service (QoS) mea-sure which is the packet loss rate observed byreceivers during a time interval of length T . Werefer to T as the averaging interval. In ivs, wetake T to be the time required at a receiver12 toget 100 packets. As suggested in the RTP draft11A more detailed description can be found in [4].12Observe that intervals lengths might be slightly di�erentfor di�erent receivers.8



document, we also make sure that each receiversends feedback information at least once every 2minutes.It is clear that the QoS approach is more ef-�cient than the NACK approach as soon as thepacket loss rate is higher than 1%, which is al-most always the case on the Internet. To furtherdecrease the impact of feedback tra�c on thenetwork, each receiver delays its feedback mes-sage by a random amount of time drawn fromthe range [0 : : : T ]. This technique is employedto prevent receivers from sending back their feed-back at the same time which could create periodiccongestion on the network.Each receiver sends its measured loss rate backto the source using RTP13. Then the source con-verts the di�erent measures of QoS into a \global"measure characterizing how well packets arrive atthe receivers. Our approach is to use the medianloss rate.5.2 The throughput controllerControl actions are taken by the coder at dis-crete points in time, speci�cally whenever a se-quence of 100 packets has been encoded and sent.Of course, the number 100 is chosen so that theinterval between successive controls is approxi-mately equal to the interval over which the feed-back information is computed at the receivers.During a control action, the control algorithmadjusts the maximum output rate of the codermax rate so that the median loss rate stays be-low a tolerable loss rate. The median loss rate isdenoted by med loss, and the tolerable loss rateby tol loss. Speci�cally, max rate is decreasedby a factor of two if the median loss rate is largerthan tol loss. Otherwise, it is increased by a �xedfraction of its current value. We also make surethat the output rate is always larger than someminimum rate to guarantee a minimum qualityof the videoconference at the receivers. Receiverswhose connections have an insu�cient quality areexpected to either obtain more resource throughsome reservation mechanism, or leave the confer-ence.Thus, the control algorithm is as follows:if (med loss> tol loss)13The RTP speci�cation provides a framework to send QoSinformation [29].

max rate = max(max rate=2;min rate);elsemax rate = gain �max rate;In ivs, we set min rate = 10 kb/s, gain = 1:5,and tol loss = 10%. We also set the maximumvalue of max rate to 100 kb/s. In these experi-ments, the video source is an ivs source at INRIA.The number of receivers is such that the environ-ment is a \large multicast" environment, i.e. re-ceivers send QoS packets periodically back to thesource. We analyze the connection between theivs source at INRIA Sophia Antipolis and a re-ceiver at University College London (UCL). Notehowever that the connection between UCL andINRIA is a multicast connection, i.e. the pack-ets sent over the connection are carried over theMBone. At this time14, the multicast path fromFrance to Great Britain goes through CERN inGeneva and Amsterdam in the Netherlands.Figure 9 shows the evolution of the maximumoutput rate max rate at the source (plain line)and the average packet loss computed at the re-ceiver (dashed line) during 20 minutes. The uniton the x-axis is the frame number, the averageframe rate was about 4 images per second.
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Figure 9: Evolutions of max rate (in kb/s) andthe loss rate at the receiver (in %).As expected, we observe that the value ofmax rate at the source decreases as losses aredetected at the receiver. When the packet lossrate is higher than 10%, the max rate value isdecreased by half. Then, the ivs video source is14This experiment has been made in October 1993.9



able to adapt its output rate to the network con-ditions observed.We have described above the control algorithmused in ivs, i.e. how the maximum output rateof the coder is adjusted based on the feedbackinformation. Next, we describe how the outputrate can be adjusted in H.261 codecs and the wayit is implemented in ivs.5.3 Output rate control for H.261codecSeveral parameters of a H.261 coder can be ad-justed to change the output rate of the coder.The easiest method consists of modifying the fra-me rate of the application. However, this solutionis only appropriate when the refreshment rate isnot a key parameter of the application: expe-rience shows that the rendition of movement isoften a very important requirement.A secondway to control the output of the coderis to adjust the value of the quantizer. By usinga looser quantization factor for the coe�cients,one reduces the precision of the image { this isapproximately equivalent to reducing the num-ber of bits per pixel. The resulting coe�cientsare less variable than the original values, and re-sult in fewer encoding bits after image compres-sion. However, when the quantizer value is settoo high, the image becomes blurred during thesechanges.Figure 12 shows that the output rate of thecoder as a function of the quantizer. These re-sults have been obtained for the well known \MissAmerica" test-sequence. When the value of thequantizer decreases, the output rate of the coderincreases and so does the image quality (see Fig-ure 5.3).A third way to reduce the data rate is to simplyreduce the number of blocks which are encodedfor each image. This can be done by raising themovement detection threshold. This thresholdcontrols the number of the blocks which are \suf-�ciently di�erent" from the previous frame. Ifthe threshold value increases, then the numberof blocks to process decreases and hence the en-coding time and the number of bytes requiredto encode each image decreases. Increasing thethreshold decreases the sensitivity of the coder tomovement and hence yields a lower quality image.
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Figure 10: CIF image encoded with quantizer values 3 (left) and 7 (right)

Figure 11: CIF image encoded with a quantizer value of 11and a couple of quantizer and detector values:several pairs (quantizer, threshold) have been pre-selected in order to have a linear variation of theoutput rate. This selection has been obtainedby experimentation restricting the quantizer be-tween 3 and 13, and the threshold between 10and 35.Since the output rate is rapidly varying, hys-teresis is required to prevent undesirable oscilla-tions in the control loop. If the instantaneousrate measured is included in this band, the cou-pling is preserved. Experiments show that hys-
teresis of 30% of the maximum bandwidth dampsdown the output rate. If the instantaneous rateis outside this band, then a new couple is chosenaccording to the di�erence between the instanta-neous rate and the maximum bandwidth allowed.The following diagrams have been obtained us-ing a pre-digitized sequence of 200 frames, withQCIF encoding format and three di�erent val-ues of the bandwidth. The �rst quarter of thesequence is more animated than the rest of thesequence.Figures 13, 14 and 15 show the instantaneous11
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Figure 13: Output rate and quantizer value vs frame number for max rate=10kb/s
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Figure 14: Output rate and quantizer value vs frame number for max rate=30kb/s
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Figure 15: Output rate and quantizer value vs frame number for max rate=50kb/srate and the quantizer with max rate= 10kb/s,30kb/s and 50kb/s, respectively. Figure 16 showsthe Signal-to-Noise Ratio (SNR) obtained for the-se three experiments.The SNR is a mean-square error measure ex-pressed in dB as shown in equations (1).SNR = �10 log (MSE) , with: (1)MSE = 1JK PJj=1 PKk=1 [G(j; k) � Ĝ(j; k)]2A2whereG(j; k) denotes the original luminance valueof the pixel (j; k), Ĝ(j; k) denotes the luminancevalue of this pixel after encoding/decoding andA denotes the maximum value of G(j; k).
Note that the quantizer selected is inverselyproportional to the output rate and that the qual-ity of the image (SNR) is inversely proportionalto the quantizer selected. Note also that thequantizer selected is larger during the �rst quar-ter of the experiment because the video sequenceis more animated, requiring more information toencode.6 PerformanceThe output data ow generated by the H.261coder is non-stationary and rapidly varying. It12
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Figure 16: SNR(dB) vs frame number for thethree experiments 10, 30 and 50kb/sdepends on the quality of the video camera andthe type of the images being encoded, as charac-terized by the number of scene changes, the scenestructure, the scene lighting, etc. It also dependson the de�nition of the images: CIF or QCIF.We also have to take another element in consid-eration: the computation power of our codecs.The following experiments have been made on aSPARC IPX work station, with coding and de-coding processes running on the same physicalmachine.Format QCIF CIFUnit (f/s) (kb/s) (f/s) (kb/s)Expt. 1 6.0 1.5 3.6 1.5Expt. 2 4.0 13 2.0 16Expt. 3 1.9 24 0.5 25The �rst experiment is with a still image. Whenthere is no movement, only grabbing and move-ment detection have to be processed. So, thespeed limitation is mainly due to the underly-ing hardware, in our case the VideoPix boardattached to the SparcStation. When there is ab-solutely no movement, we only encode for eachframe the Picture and GOB headers.The second experiment is characteristic of aclassic videoconferencing image, i.e. head andshoulders moving. We can observe that the framerate is highly dependent on the image size, whilethe output rate remains almost constant: this

is characteristic of a CPU bound application. Infact, the most demanding part of the codec is thecomputation of the DCT coe�cients; the powerof the CPU directly limits the number of blocksthat can be computed per second, hence limitingthe number of coe�cients that have to be trans-mitted and the number of bits sent on the lines.The third experiment is for a rapidly chang-ing video scene. In such a case, full INTRAmode encoding is chosen in order to suppress ac-cumulation of errors from INTER mode encod-ing. INTRA mode encoding usage increases theoutput rate becausemore coe�cients are encodedby blocks. Image rate decreases because all theblocks have to be encoded and more CPU pro-cessing is necessary; the data rate increases be-cause the coe�cients are much more dispersedthan with di�erential coding, which makes theHu�man compression less e�cient.The frame rate shown in Table 6 is low andmight not be suitable for high quality video orremote teaching applications. We found that theframe rate depends on both the video grabbingboard and the cpu speed. Therefore, we wouldexpect much better performance with higher per-formance machines. To illustrate this point, wemeasured the performance of ivs on a SPARCsta-tion 20/501 (bi-processor 2 � 75 MHz) with theVigraPix16 board. On this platform, version 3.5of ivs is able to encode/decode between 25 and 30fps in QCIF and between 12 and 30 fps in CIF.Figure 17 shows the performanceobtained bothfor ivs, nv and vic on a SS 10/20 (41 Mips) plat-form with the SunVideo17 board. The video in-put sequence is very animated (i.e. all the MBsare encoded in each frame) and QCIF color videoencoding is selected without video decoding nei-ther local display functions. We used version 2.6of vic to encode both nv and vic-H.261 modesand version 3.5 of ivs18.The Sunvideo board allows grabbing up to 20QCIF frames per second on this platform. Notethat neither ivs nor vic can reach this frame ratewhen the video sequence is very animated. Thisis due to the high cpu power required for theH.261 compression algorithm. On the other hand,16See URL <http://www.vigra.com/products/vigrapix.an-nounce.html>.17See URL <http://www.Sun.COM/cgi-bin/show?pro-ducts-n-solutions/hw/wstns/SunVideo.html>.18In this experiment, ivs is used with the automatic outputrate control disabled.13
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Figure 17: Frame rate (f/s) vs output rate (kb/s)nv allows obtaining a higher frame rate (in spiteof a lower compression rate) because it uses alow computational complexity algorithm. Notethat the ivs-H.261 compression rate is about 30 %higher than vic-H.261 compression rate with thesame (Q=3) quantizer. This is because ivs usesthe INTER encoding mode on top of the INTRAencoding mode. However, the ivs-H.261 coder ismore greedy of cpu than the vic-H.261 [only 8.5frames can be encoded per second instead of 13for the same quantizer (Q=3)]. Finally, we notethat a (Q=13) quantizer gives a compression rateabout 4 times higher than a (Q=3) quantizer.7 ConclusionIn this paper, we described a videoconferencingsoftware application for the Internet. This appli-cation, available in the public domain19 is usedover the Internet to hold videoconferences, mul-ticast conferences (e.g. the 4th Joint EuropeanNetworking conference held in Trondheim, Nor-way, in May 1993), and weekly MICE20 seminars[14].Its main assets are the low bandwidth required,the compatibility with hardware codecs, and thenew dimension it brings to classic workstationswithout high cost, since minimal hardware is nec-19ivs sources and binaries are available by<ftp://zenon.inria.fr/rodeo/ivs/last version>. See also URL<http://www.inria.fr/rodeo/ivs.html>.20MICE stands for Multimedia International Conferencingfor European Researchers. MICE is an European project,which aims at providing appropriate multimedia, multi-party conferencing to researchers in Europe. See also URL<http://www.cs.ucl.ac.uk/mice/mice.html>.

essary. The low bandwidth requirement is veryattractive: for instance, low-quality video can besent on a 9600 b/s link. Moreover, the feedbackmechanism we described in this paper allows ivsto behave as a \good network citizen."Further work is ongoing to improve the conges-tion control algorithm for a heterogeneous multi-cast environment. Within the Internet, the band-width available between several sender-receiverpaths can be slightly di�erent. Video gatewayscan be used to provide di�erent levels of videoquality: an application-level gateway for transcod-ing hardwareMotion-JPEG21 to H.261 video owhas been recently implemented [1]. However, asmarter solution to the problem of multicast videotransmission over heterogeneous networks con-sists of using a hierarchical video coding scheme.In such a scheme, the video is split in severalows: the base ow includes the low resolutioninformation, whereas the enhancement informa-tion is sent in additional ows. The idea is totransmit the base ow to all the receivers in thesession but to transmit the additional ows onlyto uncongested receivers. This method will bee�cient on the Internet when we are able22 toassociate a higher priority to the essential baseow [30]. We are currently working on a wavelet-based video coding scheme which we expect toinclude in ivs.AcknowledgmentsWe are grateful to Steve McCanne, Steve Cas-ner and Mark Handley for providing helpful com-ments on the H.261 packetization scheme. JeanBolot contributed to improve the congestion con-trol scheme described in this paper. We thankthe MICE research team and the MBone commu-nity who have kindly tested the ivs implementa-tion, reported bugs and provided support for newplatforms. Finally, we would like to thank HenryHouh and the anonymous reviewers for their con-structive feedback.21Motion-JPEG stands for JPEG coding applied to mov-ing images. It is based on INTRA coding without movementdetection.22Next IP generation (IPng) speci�es a priority mechanismassociated to the packets sent from a same source using theTCLASS �eld [23].14
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